Classification of soil types from GPR B Scans
using deep learning techniques
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Abstract—Traditional methods for classification of soil types
are time consuming, invasive and expensive. A non-invasive
method like ground penetrating radar (GPR) provides a suitable
way to classify soil types based on its electromagnetic properties.
Deep learning algorithms have proven to be an effective tool for
features extraction of GPR data. A deep convolutional neural
network (CNN) model for automatic classification of soil types is
proposed. A synthetic dataset is created using gprMax and used
to train and validate the proposed CNN model. The proposed
model shows good performance in classifying 7 different soil
types from GPR B-Scan images. Upon testing the model on new
and unseen data, its accuracy is found to be 97%.

Index Terms—deep learning, classification, soil type, ground
penetrating radar

I. INTRODUCTION

Soil consists of different materials and change in the com-
position and proportion of these materials leads to variation
in soil properties. Identification of soil types helps in making
conscious decisions regarding farming practices. Knowledge
about soil is crucial in agro-electronics for development of
various instruments.

Traditionally, soil investigations were done by pedologists
observing morphological characteristics combined with lab-
oratory measurements. Before any construction work, it is
imperative to identify the soil classes upto a certain depth.
It gives an estimation of the bearing capacity of the soil. The
most basic method to identify soil types is to drill boreholes
and test soil samples. However, this is time consuming and
expensive.

Therefore, development of simple techniques to measure
the properties of soil is of vital importance. Moreover, de-
termination of soil type has applications in electromagnetic
(EM) wave propagation analysis, subsurface imaging etc.
Classification of soil type is sometimes done on the basis of
soil permittivity and moisture estimation. There are different
methods for this which include time-domain reflectometry
(TDR) [1], ground-penetrating radar (GPR) measurements [2]
, and remote sensing [3].
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Non-invasive methods for soil classification and analysis
are essential for quick and reliable results. Salam et al.
developed a method for real-time in-situ estimation of soil
properties (relative permittivity and moisture) using under-
ground transmitter and receiver link in wireless underground
communications (WUC) [4]. Teng et al. proposed a method
for soil classification of using visible—near infrared (vis—NIR)
spectroscopy, and digital soil class mapping (DSM) [5].

Karim et al. studied on the soil profiles in Moramo River
Basin using images from ALOS AVNIR-2 (satellite images)
and identification of 11 soil subgroups were done [6]. How-
ever, remote sensing methods are limited to depths of 20-30
cms.

However, the classification procedure is manual in most
cases and requires expertise. It is also time consuming and
sometimes subjective. Hence, there is a need to automate this
procedure. This is where machine learning comes into the
picture [7]. Rahman et al. used soil samples collected from
Khulna district, Bangladesh and proposed a machine learning
model to predict 11 soil series along with land type (class) to
identify suitable crop for cultivation [8].

Post processing of GPR data is dependant on the soil type
of the survey area. In addition to the operating frequency of
the system [9], soil with high conductivity limits the depth of
investigation and diminishes the subsurface features [10].

Relative permittivity and conductivity of soil changes with
soil types and specific terrain conditions i.e. moisture, vegeta-
tion and compactness [11]. As a non-destructive method, GPR
can be used to determine soil types based on their properties
like permittivity, conductivity, soil water content, texture etc.
GPR uses electromagnetic waves and measures the reflections
caused due to changes in electromagnetic properties of the
subsurface environment [12]. Liu et al. used GPR to determine
soil characteristics and crop root measurements [13].

The reflections measured by a GPR, also known as radar-
grams, are hyperbolic patterns which depend on the electro-
magnetic properties of the subsurface. Hyperbolic signatures
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are used in object detection. Lei et al. proposed a deep learning
framework to detect hyperbolic signatures from B-Scan images
identify buried object by localising hyperbolic regions [14].

Takahashi et al. characterised the electromagnetic properties
of four soil types using laboratory based methods. Test beds
were prepared using the 4 soil types where metal pieces along
with bullets, cartridges and landmines were buried and GPR
data was collected. Their study concluded that soil properties
clearly affected the detection rates of buried objects [15].

Shihab et al. applied curve fitting procedures to estimate the
radius of subsurface cylindrical objects. They also concluded
that accurate estimation of relative permittivity was possible
by analysing the radargrams from cylinders of varying radii
[16]. Mechbal et al. applied post processing on raw GPR data
to determine the size of concrete rebars [17] while others used
machine learning techniques for detecting landmines [18] and
estimating the size of buried objects [19].

Aim of present work

Although many remote sensing techniques are used for soil
classification and identification of soil properties, more work
needs to be done to explore the possibility of classifying soil
types based on GPR data. This paper mainly focuses on

1) Creation of a synthetic GPR database for use in classi-
fication of 7 different soil types.

2) Development of a deep learning model to classify the
above 7 different soil types with a high degree of
accuracy.

II. GPR DATA
A. Database Creation

The database is created using an open source electromag-
netic simulator, gprMax, developed by the researchers of
The University of Edinburgh, United Kingdom. For numerical
modelling of GPR, it simulates electromagnetic wave propa-
gation using Finite-Difference Time-Domain (FDTD) method
[20].

For simulating the models, the model size is considered to
be 1000mm x 148mm x 400mm (X X Y x Z). The total
height of the model is 400mm, of which the top 50 mm is a
layer of air and below it is a 350mm layer of soil.

A cylindrical object made of aluminium (e, = 10.8 and
o = 3.5 x 107 S/m) is buried underneath the soil surface.
The radius of the cylinder is changed from 10 mm to 55 mm
with increment of 5 mm (10 mm, 15 mm, 20 mm etc.) and
values for object depth are 104 mm, 134 mm, 164 mm, 194
mm, 224 mm, 284 mm, 314 mm, 344 mm. A total of 700
different scenarios are created for 7 different soil types using
the parameters in Table 1.

The parameters used for the FDTD simulation are given in
Table II.

The time window should be large enough for the EM waves
to travel from the transmitting antenna through the soil and
reflected to the receiver. The time window required by the EM
waves also depends upon the relative permittivity of the media.

TABLE I
RELATIVE PERMITTIVITY AND CONDUCTIVITY CORRESPONDING TO EACH
SOIL TYPE
Relative ..
. e Conductivity
SIL. No. Soil Type Class pern;ntmty o (S/m)
T
1 Dry, sandy, flat (coastal)  Soil Type 1 10 0.002
2 Marshy, forested, flat Soil Type 2 12 0.008
Mountainous/hilly .
3 (to about 1000 m) Soil Type 3 5 0.001
4 Pastoral Hills, rich soil Soil Type 4 17 0.007
Pastoral medium hills .
5 and forestation Soil Type 5 13 0.005
Rich agricultural land .
6 (low hills) Soil Type 6 15 0.01
7 Rocky land, steep hills Soil Type 7 12.5 0.002
TABLE 11
SIMULATION PARAMETERS
imulati
SI. No. Simulation Values
Parameter
1 Excitation Waveform type Gaussian
2 Frequency 1500 MHz
3 Spatial Resolution 2mm
4 A-Scans interval Smm
5 Number of A-Scans 100

The different values of time window required corresponding
to different soil properties (¢,.) are given in Table III.

TABLE III
CALCULATED VALUES FOR TIME WINDOW CORRESPONDING TO
DIFFERENT RELATIVE PERMITTIVITY

Relative Permittivity Time window

Sl no.

Er (ns)
1 5 7
2 10 9
3 12, 12,5, 13 10
4 15, 17 11

NVIDIA GPUs- P100, Tesla T4, K80 & P4 are used for
accelerating all the simulations using the NVIDIA CUDA
programming environment. Depending upon the GPU allotted,
time taken for each simulation ranges from 30 to 58 minutes.

Each B-Scan consists of 100 A-Scans so that the reflections
from the buried object are completely visible. Figure 1 shows
a B-Scan of an object (cylinder) of radius = 20mm buried
at a depth of 194mm from the soil surface having soil type
Marshy, forested, flat (¢, = 12, o = 0.008 S/m)

B. Data preprocessing

A total of 700 B-Scans are generated using gprMax. The
B-Scan output files are in HDF5 format. Since the B-Scans
were generated using different time window values, they have
different row numbers varying from 1300 to 3377. To enable
easier feeding to the neural network, all B-Scans are made to
have equal sizes by adding padding to the smaller images. All
700 B-Scans are then are concatenated along a third dimension
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Fig. 1. Simulated B-Scan image

to form a 3D numpy having dimensions 700 x 3377 x 100. The
dataset has a total of ~236 million data points. The array is
finally saved to a npz file along with their corresponding labels
i.e the soil types. NPZ is a compressed version of the popular
npy file format. This helps reduce the size of the synthetic
GPR dataset from 4.2 GB to 394 MB.

85% of the dataset is kept for training and validation of
the CNN model while 15% is kept for final testing. Since the
B-Scans has large feature variations, the data is normalised
before using it for any further processing.

III. METHODOLOGY

In this work, a deep convolutional neural network (CNN) is
used for classification of soil types. A 5-fold cross validation is
used to train and validate the model. The model’s performance
is finally tested on the test set which is totally isolated during
the training process.

In convolutional neural network (CNN), multiple filters are
used by a single convolutional layer to perform convolution
of an array over the given image. These filters can identify
different features from an image. Adding more such layers
increases the capability of the network to extract more complex
features [21]. The convolved feature size are further reduced
using pooling layers.

A. Hyper-parameters

An optimal combination of hyper-parameters such as num-
ber of filters, activation function, learning rate etc. gives the
best performing CNN model. But learning the features from
data and validating it on the same data (train set) can lead
to overfitting of the model. An overfitted model will have
poor performance when tested on an unseen dataset. Cross
validation is a technique used to prevent overfitting of the
model, get the optimal combination of the hyper-parameters
and improve its performance.

B. Cross Validation

K-fold is the most commonly used cross validation tech-
nique. Here, a test set is kept aside for the final evaluation of
the model and the training set is randomly split into k& smaller

Training and Validation data
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Fig. 2. 5-fold cross validation visualisation

sets of equal size. For each of the k-folds, k-1 sets are used to
train the model and the resulting model is validated using the
one set that is left. The performance of the model is evaluated
by the average of all the k accuracies resulting from k-fold
cross validation. The visualisation of 5-fold cross validation is
shown in Figure 2

Initially, the model is trained for different number of hidden
layers. The cross validation score of each model is given in
Table IV.

TABLE IV
CROSS VALIDATION SCORE CORRESPONDING TO EACH LAYER

SL No Number of Cross Validation
* 7" Hidden Layers Score
1 3 Layers 74.82%
2 4 Layers 93.90%
3 5 Layers 96.97%

C. The proposed model

Through multiple training runs, it is seen that the best cross
validation accuracy is obtained for the CNN model having 5
hidden layers and the sequence of the layers are shown in
Figure 3.

There are a total of 6 convolutional layers in the proposed
CNN model of which one is the input layer. The activation
function used in all the convolutional layers is Rectified Linear
Unit (ReLU) which can be defined as [21],

f(z) = maxz(0, x) (1)
,where x is an input to a neuron.

The activation function f(x) gives an output as 0, if x is less
than 0 and the output is x (input) otherwise. 32 filters of kernel
size 3 x 3 is used in the input layer followed by a MaxPool
layer of pool size 4 x 4. Three pairs of convolutional-pooling
layer are used after the input layer with filter numbers 34, 32
and 32 respectively. The kernel size of the convolutional layers
is 2 x 2 and pool size is 2 x 2 for all pooling layers. Two more
convolutional layers are used having the same number of filters
and kernel size as the previous layers. After the output from
the layer is transformed into a 1D matrix using a flattened
layer, 7 neurons are employed in the output layer, to classify
the 7 different soil types in the table I using softmax activation
function, mainly used for multi-class classification problems.
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The overall accuracy is 97%. The confusion matrix of the
model is shown in Figure 4 in which the y-axis corresponds to
the true class labels and the x-axis corresponds to the predicted
class labels.

TABLE V
RESULTS FROM THE CLASSIFICATION REPORT

Soil Type  precision fl-score recall accuracy
Soil type 1 1.00 1.00 1.00

Soil type 2 0.90 0.90 0.90

Soil type 3 1.00 1.00 1.00

Soil type 4 1.00 1.00 1.00 0.97
Soil type 5 1.00 0.94 0.89

Soil type 6 1.00 1.00 1.00

Soil type 7 0.85 0.88 0.92

From Figure 4, out 13 images it is seen that, 11 are correctly
predicted as having Soil type 7 and remaining 2 incorrectly
assigned to other classes. So the precision of Soil type 7 class
shown in Table V, can be calculated as [22],

2

11
Precision = — =0.85
recision = I

Recall is a statistical metric which tells us how many of the
positive instances actually belong to the predicted class. For
Soil type 7 in Figure 4, out of the total 12 images actually
labelled as Soil type 7, 11 images are correctly predicted and

Predicted Values

Fig. 4. Confusion matrix

1 of them is wrongly predicted. So, recall for Soil type 7 can
be calculated as [22],

3)

F1 score gives the information of the false predictions of
the model, where 1 indicates the best score and O indicates
the worst score. It is measured using precision and recall. For
Soil type 7, f1 score can be calculated as [22],

11
Recall = — =0.92
eca 12

precision X recall

0.88 (4

F1 score =2 x — =
precision + recall

V. CONCLUSION

A novel approach for classifying soil types based on their
electromagnetic properties was presented in this paper. A deep
CNN model is proposed which is used to classify soil types
from GPR B-Scan data. The overall performance of the model
can be analysed from confusion matrix in Figure 4 and the
classification report in Table V.

It is seen that, the classifier is able to correctly classify all
images related to soil types 1, 3, 4, 5 and 6 (precision = 1.0)



while there are no wrong classifications for soil types 1, 3,
4 and 6 (recall = 1.0). A comparison with other techniques
is shown in Table VI. It can be concluded that the proposed
CNN model has demonstrated its ability to correctly classify
soil types from GPR B-Scans with a high degree of accuracy.

The proposed model can be used for automatic classification
of soil types and the GPR systems can be calibrated accord-
ingly best penetrate depth and minimum noise.

TABLE VI
COMPARISON OF PRESENT WORK WITH PAST STUDIES

Sl. No. Authors Technique used Invas:ve! Classification
Non Invasive Accuracy
1 Harlianto et al.  SVM based model used to classify Invasive 82%
(2017) [23] soil types. Soil samples collected using
hand boring and tested in laboratory
2 Rahman et al. ~ SVM based model used to classify soil Invasive 94%
(2018) [8] types from soil series data obtained
from laboratory measurements
3 Inazumi et al. CNN based model used to classify pic- ~ Non Invasive 77%
(2020) [24] tures of soil samples
4 Present work  CNN based model used to classify soil ~ Non Invasive 97%
types from GPR data
Limitations

The proposed CNN architecture is trained and tested on a
comparatively small dataset. Only 7 different types of soil is
considered for this work and real life scenarios might have
different combinations of soil. Moreover, the model is yet to
be tested on real data.

Future Work

The authors plan to improve the proposed model by:

o Generating more data using different soil properties and
for different target materials.
o Implementing the proposed model on real data.
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